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ABSTRACT

mage compression based on quantizing the image in the discrete cosine transform (DCT) domain can

c
generate blocky artifacts in the output image. It is possible to reduce these artifacts and RMS error by
orrecting DCT domain measures of block edginess and image roughness, while restricting the DCT coefficient

values to values that would have been quantized to those of the compressed image.

INTRODUCTION

.
T

Lossy image compression in the DCT domain is achieved by the quantization of the DCT coefficients
he quantization of a single coefficient in a single block causes the reconstructed image to differ from the

e
c
original image by an error image proportional to the associated basis function in that block. When errors ar
learly visible, the blockiness of the artifacts distinguishes them from the original image content, suggesting

l
s
there may be a way of reducing these artifacts. This is an underconstrained vision problem that has no genera
olution. For example, the original image could be demonstrating DCT compression. Presumably the human

8
b
visual system identifies the artifacts by making the assumption that the image does not have features in 8 by
locks and that the image is relatively smooth within object boundaries. Our goal here is to try to reduce the

blockiness without reducing the accuracy of the reconstruction.

The sum of squared differences between adjacent block edge pixels is a measure of blockiness that tends

e
to increase with the amount of compression. A similar measure taken away from the block edge provides an
stimate of the blockiness in the original image. We find that lowering the blockiness value to this estimate,

t
m
while limiting coefficient change to the quantization level, can reduce both apparent blockiness and RMS (roo

ean square) error. The spatial frequency weighted contrast energy measures image roughness. Some
s

i
additional advantage results from restoring the within-block image roughness if the blockiness reduction ha
ncreased it.

The goal of this project was the development of algorithms for improving the quality of images that have

c
already been compressed by a JPEG-like scheme in which the image is divided up into blocks, each block is
onverted to DCT coefficients, and these coefficients are then quantized. In JPEG there follows a stage of

s
a
lossless encoding that we ignore for the present purpose. We assume that we have the quantized coefficient
nd the matrix of quantization values. Our problem is to find an image that is more like the original image than

the image obtained simply by performing the inverse DCT on the quantized coefficients.

Figure 1 shows five images. The center image is the original image. The upper left and lower left images

c
have been quantized and restored without any de-blocking. The upper right and lower right show the
orresponding images after our de-blocking algorithm is applied. Our method can be described as follows:

2

1) Measure the blockiness of the image and estimate how blocky it should be.

) Lower the blockiness to the estimate.

3) Ensure that all DCT coefficients quantize to those of the compressed image.

.

5

4) If the within-block roughness of the image has increased, restore it to its original value

) Ensure that all DCT coefficients quantize to those of the compressed image.
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In the rest of the paper, we make this description more precise, show quantitative results for this image
s

u
and the four other images of Figure 2, and relate our work to that of others. We conclude that if this method i

sed when the quantization is strong enough to generate significant block artifacts, moderate de-blocking results
with no increase in the RMS image error.

THEORY

The DCT image transform

The discrete cosine transform (DCT) has become a standard method of image compression . Typically
t ×

1,2

he image is divided into 8 8-pixel blocks, which are each transformed into 64 DCT coefficients. The DCT
coefficients , of an block of image pixels , are given byI N ×N i yu , v x ,

u , v
x =0

N −1

y =0

N −1

x , y x , u y , vΣ Σ (1a)

where

I = i c c , u , v = 0, . . . , N −1,

(1b)cx , u u= α cos(
2N
π u� ����� [2x +1]) ,

and

(1c)
√
�����������

�αu √
�������=

��	�
2 / N , u > 0

1 / N , u = 0
.

DCT coefficient quantization

The JPEG compression standard requires that uniform quantizers to be used for all of the DCT
c

1,2

oefficients, however the quantizer step size used for each coefficient is left to the user. In uniform
quantization, a coefficient is quantized by the operation

(2)
u , v

v
Su , v

u ,
= Round(

Q

I
�
�
�
�
 ) .

QSu , v u , v e
D
The compressed image contains both the for all the blocks and the . To retrieve the image, first th

CT coefficients are restored (with their quantization error) by

(3)Iu , v u , v u , v
ˆ = S Q ,

Q Iu , v u , v e
r
where denotes the quantizer step size used for coefficient . The blocks of image pixels ar
econstructed by the inverse transform:

(4)x Σ Σ, y
u =0

N −1

v =0

N −1

u , v x , u y , vî = Î c c ,

e
c
which for this normalization is the same as the forward transform. Our goal is to find better estimates of thes
oefficients.

Edge variance: A global measure of blockiness

Suppose and are the image values of two pixels that are next to each other in the same row ori i1 2
column, but are in different blocks. We assume that the blockiness of the compressed image is related to the
fact that before compression, the values of and were usually similar, but they have been made morei i1 2

E h
p
different by the quantization. We define the edge variance to be sum of the squared differences for all suc
ixel pairs.



Ahumada & Horng De-blocking DCT compressed images -3-

)E Σ 1 2
2 (5= (i − i ) ,

T Ehe block edge variance is our measure of image blockiness.

Edge variance in the DCT domain

Consider two adjacent 8 8 blocks, with block DCT coefficients and .× I I1, u , v 2, u , v

yi 1, y 2,i e
l
Suppose that block 2 is to the right of block 1. Let be the right edge function of block 1 and be th
eft edge of block 2. Then

1 Σ, y
u ,v

1, u , v 7, u y , vi = I c c

= c I c .Σ Σ
v

y , v
u

1, u , v 7, u (6)

Since the DCT is an orthonormal decomposition, the edge variance for these blocks is

Σ1, 2
y

1, y 2, y
2E = (i − i )

= ( I c − I c )2Σ
v u

1, u , v 7, u
u

2, u , v 0, uΣ Σ
ΣΣ (7)=
v u

0, u
2

1, u , v
u

2, u , v
2c (I − (−1) I ) .

This formula takes advantage of the fact that

(8)c 0, u
u

7, u= (−1) c .

c 0, uThe weighting of the sums or differences by , shows that for a vertical edge, errors in the high vertical
e

a
frequencies have little effect on the edge variance, because the high frequency DCT basis functions have littl
mplitude at the block edge.

We estimate the desired value of the edge variance by computing the same measure for the pixels just
t

t
inside the edge on either side and taking the average. If this estimate is less than the edge variance, we attemp
o reduce the edge variance to this value. This reduction is done in the direction of the gradient of edge

-
e
variance and may not be completely achieved if the minimum reduction in this direction is above the next-to
dge variance.

Adjusting the edge variance in this way only alters the edge pixels. The problem has been reduced at the

m
boundary, but a new problem has been created inside the blocks. We attempt to reduce this problem by

onitoring a measure of image roughness in the blocks.

A global measure of intra-block roughness

Our measure of the intra-block roughness is the sum of squares of the DCT coefficients weighted by their
spatial frequency,

(9)
u
Σ

,v

2 2
u , v

2R = (u + v ) I ,

I vu , y
w
summed over all blocks. By weighting each component by its spatial frequenc

e obtain a measure closely related to the total edge variance inside the block. If this measure increases after
reducing the edge variance, we attempt to return it to its original value by changing it along its gradient.
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T

RESULTS

he five 64 64 images shown in Figure 2 were quantized by constant value quantization matrices,
b

×
ecause this appeared to be the most difficult case in previous work. The quantization levels were varied from 5

t
to 200 in steps of 5. Figure 3 shows the graphs of the results. In the graphs, the images in Figure 2 positions
op left, top right, center, bottom left, and bottom right are given lines that are solid, dotted, dashed, dash-dot,

r
p
and dash-dot-dot, respectively. The compression graph shows the resulting estimated storage required in bits pe

ixel. The graph of the ratio of edge variance over the edge variance in the original image shows how the edge

e
variance increases with increasing quantization. The center graph shows the ratio of the edge variance to its
stimate derived from the next-to-edge pixels. It is much higher at high levels of quantization, because of the

m
strong reduction of within-block variance. At low values of quantization, it tends to the ratio of the two

easures in the original image. The lower left graph shows that reduction in edge variance was uniformly
t

o
achieved. Finally, the RMS error ratio graph shows the ratio of the RMS error in the smoothed picture to tha
f the compressed image. It shows that the smoothing was usually obtained in conjunction with image accuracy,

n
that the method actually improves the RMS error except in the case that the quantization is very low and the the

ext-to-edge estimate is also low. Fortunately, in this case, the image will only be slightly changed and there
would be no apparent need for de-blocking.

DISCUSSION

lThe present problem is a special case of the general problem discussed by Wu and Gersho , optima3

e
p
decoding of an image under the assumption of constrained encoding. They formalize the objective of th

roblem as that of finding the image that minimizes the average value of some distortion function ,ˆ̂ di

min E [ d ( î̂, i ) � γ ] .
ˆ̂ ii

γ dwhere is the encoded image. They point out that if is the sum of squared differences between pixel values,
then the optimal decoder is

i
î̂ = E [ i  γ ] .

I 4n an earlier paper , they applied this concept to the derivation of optimal additive contribution to the

m
block for each possible level of each DCT coefficient. Their (NLI) decoder gave a 0.7 dB improvement in

ean square error on a diverse 23 image training set and about 0.5 dB improvement on new images. They
y

a
report apparent reduction in blockiness, but since the method was restricted to within blocks, it does not directl
ttack the problem. We hope to try a generalization of the method, finding the optimal additive contribution to

d
t
the block and the surrounding block from each coefficient. This method of reconstruction is inherently fast an
he large memory requirement can probably be reduced by parametric representations of the tables (which

.probably will also increase the generalizability). This method is inherently adaptable to local image statistics

Stevenson has analyzed this problem from the maximum a posterior (MAP) point of view. The goal is5

î̂ i′ e
t
to find the image that maximizes the probability of the image given the quantized image . That is, the imag
hat maximizes

max Prob [ î̂ � i′ ] .
ˆ̂i

Using a non-Gaussian Markov random field model for the image distribution, the resulting solution is the
n

t
minimum of a roughness function similar to ours with the squaring operation replaced by a Huber operation i
he space domain. The quantization constraint is also enforced. The method appears to strongly reduce

e
H
blocking for the Lena picture, JPEG compressed at 30 to 1, but no quantitative measures are reported. Th

uber function is reported to allow edges in the original image to persist through the smoothing, but the value
of the Huber threshold is not given and presumably would have to be set higher than so that the blockT Q

n
t
edges would be smoothed. It would be interesting to test the relative advantage of using the Huber function i
he space domain rather than simple squaring, which can be done as well in either domain. Another question
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hat is raised is the relative value of specialized smoothing at the block boundaries versus a single overall
measure of roughness.

Our methods and results are similar to the iterative projection method of Yang, Galatsanos, and
lKatsaggelos , They also use edge variance and the quantization constraint. They compute separate horizonta6

and vertical edge variances and force them to their correct values in the original image by a weighted averaging

c
of edge pixels. They iterate these two constraints in conjunction with the quantization constraint and range
onstraints in both the space and DCT domains. Since the constraints are projections onto convex sets, iterating

R
them is guaranteed to terminate, since the original image is a solution. They report a 1 dB improvement in

MS error of reconstruction and strong apparent reduction in the blockiness for the 256 256 Lena image when×
e

a
the PSNR for the original reconstruction was 27.9 dB. Our method differs from their method mainly in th
ddition of the within block smoothness constraint and the estimation of the edge variance. We find that

p
iterating our constraints can lead to to better performance at high levels of quantization, but can degrade

erformance at lower levels.

SUMMARY

e
q

We have presented a method of estimating DCT coefficients from their quantized values and th
uantization matrix, which are both included in the JPEG standard compressed image file. This method of2

n
n
image reconstruction can reduce blockiness and RMS error in DCT quantized images. Although ad hoc i
ature, it is similar to methods derived by more principled methods that make specific assumptions about image

statistics.
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